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The paper considers the evolution of weakly nonlinear disturbances in linearly
unstable stratified shear flows. We develop a generic Hamiltonian formulation for
two-dimensional flows. The paper is focused on three-wave resonant interactions,
which are always present in the stratified shear flows under consideration as the
lowest-order nonlinear process. Two different types of shear flows are considered. The
first one is the classical piecewise-linear model with constant density and vorticity in
each layer. For such flows, linear instability is due to weak interaction of different
modes. The second type is the Kelvin–Helmholtz model, consisting of two layers with
different densities and velocities. Velocity shear is assumed to be weakly supercritical.
We show that apart from the classical triplets consisting of stable waves, both flow
types admit only triplets consisting of one weakly unstable and two neutrally stable
waves, and we consider them in detail.

Universal evolution equations for three resonantly interacting wave packets are
derived for both cases. For the first flow type, the generic equations coincide with the
system derived earlier for a particular case of resonant interactions between unstable
and neutral baroclinic waves in a quasi-geostrophic two-layer model. The evolution
equations for the Kelvin–Helmholtz model are new, and are studied numerically and
analytically in detail. In particular, we demonstrate that resonant interaction with
neutral waves can stabilize the growth of the linearly unstable wave. This mechanism
is essentially different from the well-known nonlinear stabilization mechanism due to
cubic nonlinearity.

1. Introduction
The method of Hamiltonian formalism makes possible the consideration of wave–

wave interactions from a universal point of view, not depending on the physical nature
of the wave process (Zakharov 1974; Kuznetsov & Zakharov 1997). In recent years,
this method has yielded numerous important results in various areas of fluid dynamics.
This technique is now well-established for waves in stable media, reducing the diversity
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of weakly nonlinear wave processes to a small number of universal models. Provided
that nonlinear interactions are present at the first nonlinear order, all the processes
are described in terms of the fundamental model of triplet interactions, which has
been extensively studied (Yakubovich 1974; Zakharov 1976; Kaup, Reiman & Bers
1979; Craik 1985).

Another fundamental model, representing the different type of three-wave
interactions that occurs in shear flows, was first investigated in the framework of
layered fluid models by Cairns (1979) and by Craik & Adam (1979). The existence
of positive- and negative-energy waves in the presence of shear can lead to explosive
resonant interactions when the amplitudes of all three waves grow simultaneously.
Grimshaw (1994) showed that the explosive resonant triads occur also in continuously
stratified shear flow. These papers served as a motivation for Vanneste (1996) to study
of the interaction of two regular modes and a packet of singular modes.

The present paper aims to extend the method of Hamiltonian formalism to the
other class of unstable flows, where instability takes place in the framework of
linearized theory. Then, the classical Hamiltonian approach to wave–wave interactions
is inapplicable. In particular, in the classical approach a set of normal variables is
introduced, in terms of which the quadratic part of the Hamiltonian has an exactly
diagonal form. In the presence of linear instability, such variables do not exist. Strictly
speaking, this means that the concept of normal variables loses meaning and should be
generalized. Moreover, it is intuitively evident, due to energy conservation, that a pair
of these ‘generalized’ normal variables must have the form similar to (a(k), a(−k)), k
being a wavevector, unlike the classical case where the pair (a(k), a∗(k)) is appropriate.

The new canonical variables, introduced in the present paper, allow one to describe
the weakly nonlinear dynamics in unstable media (exemplified by shear flows) in
a universal way. Clearly, the concept of weak nonlinear interactions prescribes the
consideration of weak linear instability only. On the other hand, in a generic situation,
it is reasonable to assume that there is only one instability region. Since the instability
is weak, this region is small; then, it is sufficient to consider, without the loss of
generality, the resonant interaction of one weakly unstable wave and two neutrally
stable ones. Using the method of Hamiltonian formalism, we show that this generic
situation comprises two different canonical models (and only them). The properties
of these models are characterized by the behaviour of two eigenvectors when the
corresponding eigenfrequencies coalesce, and only two scenarios are possible.

The first model is represented by the classical piecewise-linear flow with constant
density and vorticity in each layer. While velocity is continuous, density and vorticity
have jumps at the interfaces. For this type of flow, linear instability of one of the
three waves within a resonant triplet is due to the weak coupling of different modes.
When the parameter of coupling tends to zero, two different modes at the point of
resonance have the same eigenfrequency, but two distinct eigenvectors (Romanova
1998; Grimshaw & Christodoulides 2001). Thus, the eigenfrequency in this case has
algebraic and geometric multiplicity both equal to 2.

In the context of a particular problem, resonant interactions of this type were
first investigated by Loesch (1974) and Pedlosky (1975). They considered resonant
interactions between unstable and neutral inviscid baroclinic waves in a quasi-
geostrophic two-layer model on the β-plane. Time-dependent governing equations
obtained by Loesch (1974) give the periodical solution for the amplitude of linearly
unstable wave, so the nonlinear resonant interactions can stabilize the growth of
marginally unstable waves. In this paper, we investigate resonant interaction of a
packet of finite-amplitude marginally unstable waves and two packets of neutral
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waves at the interfaces. We obtain, from the generic viewpoint, a system of evolution
equations for amplitudes slowly depending on the spatial and temporal coordinates.
In the purely time-dependent case the system of equations coincides with the system
obtained by Loesch (1974) for a particular case.

The second type of model, exemplified here by the nonlinear Kelvin–Helmholtz
(hereinafter KH) model, consisting of two layers with different densities and
velocities. Velocity shear is assumed to be weakly supercritical. Benjamin & Bridges
(1997) demonstrated that this problem admits a canonical Hamiltonian formulation.
However, weak linear instability in the KH model is essentially different from the
instability caused by the weak coupling of modes. It can be said that the KH instability
is a single mode instability. The growth rate of unstable waves is determined by the
small parameter of supercriticality. If this parameter is equal to zero, the double
eigenfrequency corresponds to the single eigenvector. From the viewpoint of linear
algebra, the difference between the two models is most clearly demonstrated by the
comparison of two 2 × 2 matrices,(

ω ε

ε ω

)
and

(
ω 1
ε2 ω

)
,

where ε tends to zero. Both matrices lead to the same dispersion equation (ω − λ)2 −
ε2 = 0 and have the same double eigenvalue ω. However, the eigenvectors of the first
matrix remain orthogonal at ε = 0, while those of the second one tend to each other.
Thus, in the second model, while the algebraic multiplicity of the eigenfrequency is
again equal to 2, its geometric multiplicity now equals unity. It is important to note
that in the limit of zero supercriticality, the system remains unstable, but the instability
becomes algebraic. We derive a system of evolution equations for the resonant triplet
including one unstable and two stable waves, which is essentially different from the
system of the first type.

The influence of nonlinear processes on the evolution of weakly unstable dis-
turbances is the fundamental problem of hydrodynamic instability. In particular,
the aforementioned phenomenon of explosive instability means that nonlinearity can
destabilize waves that are neutral according to linear theory. The inverse process, i.e.
nonlinear stabilization of waves that are unstable in the framework of linear theory,
has also attracted attention. The most common mechanism of nonlinear stabilization
(or amplification) is known from the theory of the Landau equation (e.g. Schmid &
Henningson 2001). According to this mechanism, cubic nonlinearity gives rise to a
quadratic correction to the linear growth rate, which can be positive or negative, the
latter case leading to stabilization. The evolution equation for the dynamics of the
weakly unstable wave packet in the KH model was obtained by Weissman (1978) in
the form of the nonlinear Klein–Gordon equation. He showed that in this case, the
sign of the Landau coefficient depends on the density ratio. In this paper, we consider
a different stabilization mechanism that is due to quadratic nonlinearity. Provided
that the flow is weakly supercritical, resonant interaction of one unstable wave with
two neutrally stable ones can stabilize the algebraic growth of the unstable wave. This
quadratic stabilization mechanism acts at the same order as the mechanism based on
the cubic self-interaction of the unstable wave.

The paper is organised as follows. Section 2 contains the problem formulation and
basic equations. Using semi-Lagrangian variables, the equations are rewritten in the
Hamiltonian form, and the expansion of the Hamiltonian in powers of nonlinearity
is obtained, up to the fourth order.
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In § 3, we consider the three-layer model with constant density and vorticity of each
layer in the unperturbed flow. Equations governing dynamics at the interfaces can
be written in the Hamiltonian form (Goncharov 1986; Goncharov & Pavlov 1993;
Romanova & Yakushkin 2001). We consider the resonant interaction of three wave
packets assuming that one of them lies in the region of coupling of modes. Instability
is weak if the wavelength of the unstable wave packet is small compared to the
distance between the interfaces. Thus, the interaction of one long wave and two short
waves is considered, when one of the short waves is weakly unstable. In this case the
well-known equations of three-wave nonlinear interaction are not applicable, since
the change to normal canonical variables leads to the growth of the nonlinear terms if
the eigenfrequencies become close to each other. We use different canonical variables,
based on the eigenvectors considered separately without taking into account the weak
coupling of modes.

In § 4, the resonant wave interaction is considered in the Kelvin–Helmholtz model,
with a flow of inviscid incompressible fluid over a heavier fluid. Velocities of the
unperturbed flow in each layer are constant and different. An interfacial surface
tension σ is taken into account. If the velocity jump slightly exceeds a certain critical
value depending on the density difference between two fluids and the value of surface
tension at the interface of the two fluids, small perturbations at the interface are
weakly unstable. In this case, we introduce canonical variables in a different way.
In the region of wavenumbers where two eigenfrequencies are close to each other,
the canonical variables are based on the pair of vectors that have the sense of the
eigenvector and the generalized eigenvector. In these variables, the canonical form of
the equations has another structure, and the evolution equations are different from
the equations of the preceding section. In particular, they contain the cubic term
characterizing self-interaction of the unstable wave that is of the same order as the
quadratic terms responsible for the resonant interaction.

In § 5, we consider analytical and numerical solutions of this system for an important
particular case. We demonstrate that the effects of interaction with neutral waves can
stabilize the growth of the linearly unstable wave. If the initial amplitudes of two
neutral waves are much smaller than the initial amplitude of the linearly unstable
wave, this wave is shown to be bounded. Its amplitude evolves as a sequence of
increases and decreases of parabolic form, with stochastic maxima. We show that
this is due to the existence of the intermediate adiabatic integral of motion, which
is conserved with great accuracy when this amplitude is not small, and changes
randomly when it approaches zero.

Section 6 contains concluding remarks. A derivation of the expressions for
interaction coefficients is performed in the Appendix.

2. Formulation
2.1. Basic equations

We consider two-dimensional dynamics of ideal incompressible stratified fluid,
laterally and vertically unbounded. In the Boussinesq approximation, the basic equa-
tions have the form

∂ρ

∂t
+ u

∂ρ

∂x
+ w

∂ρ

∂z
= 0, (2.1a)

∂Ω

∂t
+ u

∂Ω

∂x
+ w

∂Ω

∂z
− g

ρ

∂ρ

∂x
= 0, (2.1b)



Resonant interactions in unstable media 61

where V = {u, w} is the velocity vector, Ω = curlV is the vorticity component ortho-
gonal to the plane (x, z), x and z are the horizontal and vertical coordinates,
respectively, ρ is the fluid density and g is the acceleration due to gravity.

The horizontal and vertical velocity components u, w are u = −∂zΨ , w = ∂xΨ ,
where Ψ is the stream function subject to the Poisson equation 	Ψ = −Ω . Wave
disturbances are assumed to decay as z → ±∞. A solution to this equation can be
presented in the form

Ψ = −
∫

Ω(x ′, z′)G(x − x ′, z − z′) dx ′ dz′,

where

G(x − x ′, z − z′) =
1

4π
ln[(x − x ′)2 + (z − z′)2] (2.2)

is the Green’s function for the Laplace operator. Integration here and below is
performed from −∞ to +∞.

2.2. Semi-Lagrangian coordinates

Following Romanova & Yakushkin (2001), we rewrite (2.1a, b) in semi-Lagrangian
coordinates, introducing Lagrangian coordinate h,

z = s(x, t, h) = h + η(x, h, t), (2.3)

so that the equation

∂h

∂t
+ u

∂h

∂x
+ w

∂h

∂z
= 0

holds at any surface where density is constant.
System (2.1a, b) in coordinates x, h takes the form

∂s

∂t
+ u

∂s

∂x
= w, (2.4a)(

∂Ω

∂t
+ u

∂Ω

∂x

)
∂s

∂h
− N2 ∂s

∂x
= 0, (2.4b)

where the Brunt–Väisälä frequency N is defined as

N2 = −g

ρ

dρ

dh
. (2.5)

In semi-Lagrangian coordinates, the vorticity density Ω̃(x, h, t) = Ω(x, s, t)(1+∂η/∂h)
satisfies the equation

∂Ω̃

∂t
+

∂(uΩ̃)

∂x
− N 2 ∂s

∂x
= 0, (2.6)

and the energy, normalized by the averaged density ρ0, is

H =

∫ (
1

2
Ψ (x, z, t)Ω(x, z, t) + gz

ρ

ρ0

)
dx dz

= −1

2

∫
Ω(x, z)Ω(x ′, z′)G(x − x ′, z − z′) dx ′ dz′ dx dz +

∫
gz

ρ

ρ0

dx dz

= −1

2

∫
Ω̃(x, h)Ω̃(x ′, h′)G(x − x ′, s(x, h) − s(x ′, h′)) dx ′ dh′ dx dh

+

∫
gs

ρ

ρ0

∂s

∂h
dx dh. (2.7)
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2.3. Hamiltonian formulation

Our next step is to present the basic equations in the Hamiltonian form. Following
Romanova & Yakushkin (2001), let us introduce the new dependent variable φ as

Ω̃(x, h, t) = ν(h) +
∂(νη)

∂h
− ∂φ

∂x
, (2.8)

where η is defined in (2.3), and ν(h) is the vorticity of the unperturbed flow. In terms
of the new variables η, φ, (2.4a) and (2.6) can be written in the Hamiltonian form
(see Romanova & Yakushkin 2001 for details) as

∂

∂x
φ̇(x, t, h) = − ∂

∂x

δH

δη(x, t, h)
+ νh

δH

δφ(x, t, h)
, η̇(x, t, h) =

δH

δφ(x, t, h)
, (2.9)

where a dot denotes the time derivative, νh is the derivative of ν with respect to h,
and the Hamiltonian H is defined by (2.7).

Then, the normalized kinetic energy E has the form

E = −1

2

∫ [
ν +

∂(νη)

∂h
− ∂φ

∂x

] [
ν ′ +

∂(ν ′η′)

∂h′ − ∂φ′

∂x ′

]
G(x − x ′, s − s ′) dx ′ dh′ dx dh,

(2.10)
where the Green’s function G defined by (2.2) can be written in the form

G(x − x ′, s − s ′) = − 1

4π

∫
1

|k| exp(ik(x − x ′) − |k||(h − h′) + (η − η′)|) dk, (2.11)

and we have used the compact notation ν ′ = ν(h′), η′ = η(x ′, h′). In order to obtain
the expansion of the Hamiltonian in powers of φ and η, we expand G in powers of η:

G = G + Gh(η − η′) + Ghh(η − η′)2/2 + . . . ,

where

G = − 1

4π

∫
1

|k| exp[ik(x − x ′) − |k||h − h′|] dk,

Gh =
1

4π
sign (h − h′)

∫
exp[ik(x − x ′) − |k||h − h′|] dk.

Higher terms in the expansion can be obtained using the equation

Ghh + Gxx = δ(h − h′)δ(x − x ′).

Then, the leading-order term of the expansion of the Hamiltonian in powers of φ, η

is

H2 =
1

2

∫
{φS[φ] + 2V (h)ηφx + [N2 − V (h)νh(h)]η2} dx dh, (2.12)

where S[φ] is the integral operator

S[φ(x, h)] =

∫
S̃(x − x ′, h − h′)φ(x ′, h′) dx ′ dh′ (2.13)

with the kernel

S̃(x − x ′, h − h′) =
1

4π

∫
|k| exp[ik(x − x ′)] exp[−|k||h − h′|] dk, (2.14)

V (h) being the velocity of the unperturbed flow. Substituting H = H2 in (2.9), we
obtain the linearized system of equations. The next-order term H3, which is responsible
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for three-wave interactions, has the form

H3 =

∫ {
−φxηP [φx] + 1

2
(ν(h)η2φx + νhη

2P [φx]) − 1
3
ννhη

3
}

dx dh, (2.15)

where the integral operator

P [φ(x, h)] =

∫
P̃ (x − x ′, h − h′)φ(x ′, h′) dx ′ dh′ (2.16)

has the kernel

P̃ (x − x ′, h − h′) =
1

4π

∫
sign(h − h′) exp[ik(x − x ′)] exp(−|k||h − h′|) dk. (2.17)

In terms of a Fourier transform, the governing equations (2.9) have the form

φ̇(k, t, h) = − δH

δη∗(k, t, h)
− i

νh

k

δH

δφ∗(k, t, h)
, η̇(k, t, h) =

δH

δφ∗(k, t, h)
, (2.18)

where an asterisk denotes complex conjugation.
These Hamiltonian equations are convenient for the study of perturbations of

flows with large vertical gradients of vorticity in thin (compared to the characteristic
wavelength) fluid layers. However, for the flows with large gradients of velocity, it is
preferable to introduce Hamiltonian variables in a different way. Instead of (2.8), let
us introduce the new variable Φ ,

Ω̃(x, h, t) = ν(h) − ∂Φ

∂x
. (2.19)

Substituting (2.19) into (2.6), we obtain the canonical equations

Φ̇(x, t, h) = − δH

δη(x, t, h)
, η̇(x, t, h) =

δH

δΦ(x, t, h)
. (2.20)

Then, the kinetic energy normalized by average density is

E = −1

2

∫
(ν − Φx) (ν ′ − Φ ′

x ′)G(x − x ′, s − s ′) dx ′ dh′ dx dh, (2.21)

where G is defined by (2.11), and ν = ν(x, h), ν ′ = ν(x ′, h′), Φ ′ = Φ(x ′, h′). Expansion
of the Hamiltonian in powers of η and Φ has the form H = H2 + H3 + . . . , where

H2 =
1

2

∫
{ΦS[Φ] + 2V (h)ηΦx − 2νηP [Φx] − νηS[νη] + N2η2} dx dh (2.22)

and

H3 =
1

2

∫
{2νηS[Φxη] − 2ηΦxP [Φx] + νη2P [νηxx] − νη2S[Φx]} dx dh, (2.23)

and the integral operators P [f ] and S[f ] are defined by (2.13), (2.14), (2.16), (2.17).
In terms of the Fourier transform with respect to x system (2.20) has the form

Φ̇(k, t, h) = − δH

δη∗(k, t, h)
, η̇(k, t, h) =

δH

δΦ∗(k, t, h)
. (2.24)

In subsequent sections, these Hamiltonian equations will be used for the study of
resonant interactions involving a weakly unstable mode.
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3. Resonant triplet in the three-layer model involving weakly unstable mode
3.1. Hamiltonian equations for models with constant vorticity and density in each layer

System (2.9), and its Fourier-space counterpart (2.18), can be applied to the
investigation of perturbation dynamics both in continuously stratified and layered
flows. Suppose that the gradients of the unperturbed vorticity and density are large
in two layers and equal to zero elsewhere. We assume that the thickness of these two
layers is negligible. This assumption, which is justified if the wavelengths at the
interfaces are much larger than the thickness of the shear layers, corresponds to the
parameters of the stratified flow in the form

N2 =

2∑
j=1

N2
j δ(h − hj ), νh =

2∑
j=1

νjδ(h − hj ). (3.1)

Here indices 1, 2 correspond to the lower and upper interfaces respectively. The
dependent variables φj (x, t) and ηj (x, t) are defined by the equations

φ(h, x, t) =

2∑
j=1

φj (x, t)δ(h − hj ), ηj (x, t) = η(hj , x, t). (3.2)

Physically, φj represent the difference between hydrodynamical potentials of distur-
bance velocities on both sides of the interfaces.

Substitution of singular vertical profiles of vorticity and of the Brunt–Väisälä
frequency into the equations for φ and η gives the equations for layered stratified
flow in the form (Goncharov 1986; Goncharov & Pavlov 1993)

∂

∂x
φ̇j (x, t) = − ∂

∂x

δH

δηj (x, t)
+ νj

δH

δφj (x, t)
, η̇j (x, t) =

δH

δφj (x, t)
, (3.3)

or, in terms of a fourier transform,

φ̇j (k, t) = − δH

δη∗
j (k, t)

− iνj

k

δH

δφ∗
j (k, t)

, η̇j (k, t) =
δH

δφ∗
j (k, t)

. (3.4)

These equations are valid for the perturbation dynamics in an n-layer model with
arbitrary n. However, in what follows we consider the case n = 2 (three-layer model).

In matrix form, equations (3.4) for n = 2 are equivalent to

J(k)ḋ(k, t) = − δH

δd(−k, t)
, (3.5)

where

d = (φ1, φ2, η1, η2), d∗(k) = d(−k),

and

J(k) =




0 0 −1 0
0 0 0 −1
1 0 iν1/k 0
0 1 0 iν2/k




Equation (3.5) describes the dynamics of vorticity at the interfaces.
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Substitution of (3.1), (3.2) into the Fourier transform of (2.12) gives, for n = 2, the
expression for the leading-order term of the Hamiltonian,

H2 =
1

2

∫ 2∑
j=1

{
|k|
2

φ∗
j (k)φj (k) +

|k|
2

φ∗
j (k)sj (k)

+ 2ikVjη
∗
j (k)φj (k) +

(
N2

j − Vjνj

)
η∗

j (k)ηj (k)

}
dk (3.6)

where s1,2(k) = µ(k)φ2,1(k), µ(k) = exp(−|k||h1 − h2|), and Vj = V (hj ) is the velocity
of the unperturbed flow at the j th interface. The vorticity jump at the j th interface
νj is V ′(hj + ε) − V ′(hj − ε), where ε is an arbitrary small number.

In matrix form, H2 can be written as

H2 =
1

2

∫
(d∗(k, t), ĥ(k)d(k, t)) dk,

where the parentheses (, ) denote the dot product, and

ĥ(k) =




|k|/2 µ(k)|k|/2 −ikV1 0
µ(k)|k|/2 |k|/2 0 −ikV2

ikV1 0
(
N2

1 − V1ν1

)
0

0 ikV2 0
(
N2

2 − V2ν2

)



Here the matrices J(k) and ĥ(k) have symmetry properties (Romanova 1994)

J∗(k) = J(−k), J∗(k) = −JT (k),

ĥ∗(k) = ĥ(−k), ĥ∗(k) = ĥT (k),

where the superscript T denotes matrix transposition, and the asterisk complex
conjugation. In the next order in nonlinearity, we obtain the expression for H3,

H3 =
1√
2π

∫ 2∑
j=1

{[
−ik1φj (k1) + 1

2
νjηj (k1)

]
ηj (k2)pj (k3)

+ V ′
0j

[
1
2
ik1φj (k1) − 1

3
νjηj (k1)

]
ηj (k2)ηj (k3)

}
δ(k1 + k2 + k3) dk1 dk2 dk3, (3.7)

where

p1(k) = − 1
2
ikµ(k)φ2(k), p2(k) = 1

2
ikµ(k)φ1(k),

and

V ′
0j = 1

2
[V ′(hj + ε) + V ′(hj − ε)].

3.2. Linearized problem

Now, the system should be rewritten in normal variables, which diagonalize the
linear part of the Hamiltonian. This procedure requires the solution of the linearized
problem, obtained by the substitution of the quadratic form H2 instead of H . As
we will see, in the presence of linear instability the exact diagonalization of the
Hamiltonian at the linear order is impossible. Instead, the Hamiltonian is reduced
to the quasi-diagonal form, with small off-diagonal terms that disappear in the zero
instability limit.
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Using H = H2 in (3.6), it is easy to obtain from (3.3) the linear system

φ̇1 + ikV1φ1 = −N 2
1 η1 − iν1

2
sign k(φ1 + µφ2),

φ̇2 + ikV2φ2 = −N 2
2 η2 − iν2

2
sign k(φ2 + µφ1),

η̇1 + ikV1η1 =
|k|
2

(φ1 + µφ2),

η̇2 + ikV2η2 =
|k|
2

(φ2 + µφ1).




(3.8)

Then, dispersion relation is

det(ĥ(k) − iωJ(k)) = 0

or, alternatively,

D(ω, k) ≡ D1(ω, k)D2(ω, k) − µ2(k)k2/4 = 0, (3.9)

where

Dj = Ωj/bj − |k|/2, Ωj = ω − kVj , bj = N2
j

/
Ωj + νj/k. (3.10)

Here ω is frequency, and N 2
j = g(ρj − ρj+1)/ρ0. Dispersion equations D1,2(ω, k) = 0

describe uncoupled linear waves at the interfaces.
Eigenvectors of the linear problem Z = (φ01, φ02, η01, η02) are obtained from the

equation

(ĥ(k) − iωJ(k))Z = 0,

and we choose the normalization condition

(Z∗, JZ) = −i. (3.11)

Then, the components of Z are

φ01 = (D2/L)1/2 , φ02 = − (D1/L)1/2 ,

η01 =
i

b1

(D2/L)1/2 , η02 = − i

b2

(D1/L)1/2 ,
(3.12)

where

L = Dω(ω, k) = D1ωD2 + D2ωD1. (3.13)

As is well known (cf. Whitham 1974, Chapter 11), the sign of L defines the sign
of wave action density in a wave system. We choose the branches of the dispersion
curves for which the sign of L is positive, and then the sign of the energy of a normal
mode is defined by the sign of the frequency. Due to normalization condition (3.11),
the expression for energy density takes the form ωaa∗.

3.3. Resonant triplet for the three-layer model

We consider the resonant interaction of three spectrally narrow wave packets, when
two packets are stable and the third one is weakly unstable, the instability being
caused by the linear coupling of modes. Two modes are coupled if the branches
of their dispersion curves, corresponding to different signs of energy, intersect for
µ(k) = 0 at a certain point (cf. Craik 1985, Chapter 2). Linear instability caused by
the coupling is weak, provided that the right-hand side of the dispersion equation is
small, µ(k)k/2 � 1. However, in a certain neighbourhood of the intersection point
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Figure 1. Plot of the dispersion relation (3.14) and the resonant triplet involving the weakly
unstable wave, for R1 = 2.0, R2 = 1.5. Solid and dashed curves correspond to positive and
negative signs of wave action, respectively.

even the small coupling is significant. It is important to note that the intersection of
dispersion curves with the same sign of energy leads not to instability, but to change
of identity of modes (Craik 1985; Romanova 1998). Below we will assume that the
signs of energy are different, i.e. coupling leads to instability.

First, we will demonstrate the possibility of resonant interactions involving weakly
unstable waves in the three-layer model. Let us consider a velocity profile of the form
V (z) = 3V0 for z < −h0, V (z) = 2V0 − zV0/h0 for −h0 < z < h0, and V (z) = V0 for
z > h0. Here 2h0 is the distance between interfaces.

Then ν1 = V0/h0, ν2 = −V0/h0, and the dispersion relation (3.9) can be written in
the dimensionless form(

1 − 2(ω̃ − 3k̃)2

R1k̃ − (ω̃ − 3k̃)

)(
1 − 2(ω̃ − k̃)2

R2k̃ + (ω̃ − k̃)

)
= exp(−4k̃) (3.14)

where k̃ = kh0, ω̃ = ωh0/V0, and non-dimensional variables Rj = N 2
j h0/V 2

0 have the
sense of local Richardson numbers. Dispersion curves for (3.14) are shown in figure 1.
Note that in this example k̃ = kh0 ∼ 1.5, and the right-hand side of (3.14) is small in
the region of coupling.

Two pairs of modes described by the approximate equations D1(ω, k) ≈ 0,
D2(ω, k) ≈ 0 are labelled in figure 1 as 1(±) and 2(±) respectively. For sufficiently
large kh0, the former pair of modes have maxima at the lower interface, and the latter
at the upper one. Signs + and − correspond to the sign of the wave action density,
defined as the sign of the expression ∂D1,2(ω, k)/∂ω if the interfaces are sufficiently
distant.

Figure 1 demonstrates the existence of resonant triplets with the required properties.
However, it makes sense to present the same dispersion curves and the resonant triplet
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Figure 2. Dispersion curve of the three-layer model where all the branches correspond to
positive sign of the wave action. The modes shown satisfy simultaneously both resonance
conditions (3.15), (3.16).

in a different form, using the fact that the pairs (ω, k) and (−ω, −k) correspond to
the same physical state, but to different signs of wave action density. This allows the
dispersion curves in figure 2 to be redrawn, leaving only the branches that correspond
to positive sign of wave action density, as discussed above.

Figure 2 demonstrates that we have two resonant triplets of the form

k01 − k02 + k03 = 0, ω1(k01) − ω2(k02) + ω2(k03) = 0, (3.15)

k01 + k̂02 + k03 = 0, ω1(k01) + ω1(k̂02) + ω2(k03) = 0, (3.16)

where k̂02 = −k02. Both resonant conditions are satisfied simultaneously, since at the
midpoint of the instability interval

ω2(k02) = −ω1(k̂02) = −ω1(−k02). (3.17)

However, as shown in the Appendix, the coefficient of the explosive resonant
interaction corresponding to (3.16) is small, so that the nonlinear terms corresponding
to this interaction can be neglected.

In what follows we shall consider spectrally narrow wave packets centred at the
points k01, k02, k03. The long-wave packet centred at k01 interacts with two short-wave
packets. The packet of short unstable waves corresponding to the second mode is
centred at the midpoint of the narrow interval of instability k02, and the packet of
short unstable waves corresponding to the first mode is centred at the point k̂02. The
packet of short stable waves corresponding to the second mode is centred at the point
k03 (see figure 2).
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3.4. Generalized normal variables

Consider first the well-studied case of neutrally stable waves. Following Zakharov
(1974), we perform the transformation to normal variables a1,2(k, t) using the formula

d(k, t) =

2∑
j=1

[Zj (k)aj (k, t) + Z∗
j (−k)a∗

j (−k, t)], (3.18)

where Zj (k) are normalized eigenvectors (3.12) corresponding to eigenfrequencies
ωj (k). It can be shown that Z∗

j (−k) is also an eigenvector of the linearized system. In
a more compact form, transformation (3.18) can be written as

d(k, t) = Z(k)a(k, t),

where the columns of the matrix Z(k) are the eigenvectors Zj (k), Z∗
j (−k), and the

vector of new variables a(k, t) is

a(k, t) = (a1(k, t), a2(k, t), a∗
1(−k, t), a∗

2(−k, t)).

In terms of a(k, t), the dynamical system has the same form as (3.5),

J̃(k)ȧ(k, t) = − δH

δa(−k, t)
, (3.19)

where

J̃(k) = (ZT (−k), J(k)Z(k)). (3.20)

Due to the normalization condition (3.11) and the orthogonality of eigenvectors
corresponding to different real eigenvalues (Romanova 1998), the transformed matrix
J̃(k) has the canonical form

J̃(k) =




0 0 i 0
0 0 0 i

−i 0 0 0
0 −i 0 0


 . (3.21)

Thus, the dynamical equations in terms of aj (k, t) have the well-known canonical
form (Zakharov 1974; Kuznetsov & Zakharov 1997)

ȧj (k, t) = −i
δH

δa∗
j (k, t)

, j = 1, 2. (3.22)

The quadratic term in the expansion of the Hamiltonian H2 is

H2 =
1

2

∫
(a(−k), h̃(k)a(k)) dk, (3.23)

where the matrix h̃(k), which defines the structure of H2, has the form

h̃(k) = (ZT (−k), ĥ(k)Z(k)), (3.24)

and it is easy to show that H2 has the diagonal form

H2 =

∫ 2∑
j=1

ωjaja
∗
j dk. (3.25)

However, in the region of coupling this transformation cannot be used, since L,
which appears in the denominators of (3.12), is small within this region and becomes
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zero at certain points. Due to this, in this region we perform the transformation to
variables a1,2 according to the same formula (3.18), but now Zj are the eigenvectors
of the uncoupled linearized problem, for µ(k) = 0 (see Romanova 1998). In this
case D1(ω1(−k02), −k02) = D2(ω2(k02), k02) = 0, and equations (3.11), (3.12), (3.13) give
expressions for the eigenvectors in the form

Z∗
1(−k02) =

1√
D1ω

(1, 0, i/b1(k02), 0), (3.26)

Z2(k02) =
1√
D2ω

(0, −1, 0, −i/b2(k02)), (3.27)

where bj (k) are given in (3.10). Then, if the condition (3.17) is satisfied, two
independent and orthogonal eigenvectors Z∗

1(−k02) and Z2(k02) correspond to the
same eigenvalue ω2(k02) = −ω1(−k02).

Let us now use eigenvectors (3.26), (3.27) in (3.18). The transformed matrix J̃(k)
has the same form (3.21), so the dynamical equations are again (3.22). On the other
hand, the matrix h̃(k), which determines the structure of the quadratic Hamiltonian
H2 in terms of aj (k, t), is

h̃(k) =




0 f1(k) ω1(−k) f2(−k)

f1(−k) 0 f2(−k) ω2(−k)

ω1(k) f2(k) 0 f1(−k)

f2(k) ω2(k) f1(k) 0


,

where

f1(k) =
µ(k)|k|

2
√

D1ω(k)D2ω(−k)
, f2(k) =

µ(k)|k|
2

√
D1ω(k)D2ω(k)

.

Note that f1(k) and f2(k) are proportional to the coupling parameter µ(k). Substituting
h̃(k) into (3.23), we obtain the expression for H2 in the region of coupling,

H2 =

∫ { 2∑
j=1

ωjaja
∗
j + [f1(k)a1(−k)a2(k) + f2(k)a1(k)a∗

2(k) + c.c.]

}
dk. (3.28)

Strictly speaking, the variables a1, a2 are not normal variables in the classical sense,
and the quadratic Hamiltonian H2 is not reduced to the diagonal form. There are
small additional terms, responsible for the linear instability. Both variables are the
combinations of the growing and decaying modes in the instability region.

A derivation of the expression for the cubic term H3 in terms of aj (k) is presented in
the Appendix. As discussed above, the term corresponding to the explosive interaction
is small and can be neglected, so that the essential term of H3 has the form

H3 =
1√
2π

∫
[B2(k1, k2, k3)a1(k1)a

∗
2(k2)a2(k3)δ(k1 − k2 + k3) + c.c.] dk1 dk2 dk3. (3.29)

In the Appendix, the expression for B2, in particular at the points (k01, k02, k03), is
derived.

3.5. Evolution equations

Provided that resonance conditions (3.15), (3.16) are satisfied, let us make the
substitution

a1(k) = c1(k01 + κ) + c4(−(k02 + κ)), a2(k) = c2(k02 + κ) + c3(k03 + κ), (3.30)

where κ � kj .
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Since B2 is a continuous function of its arguments, it can be taken out of the
integrand, so that the cubic Hamiltonian H3 takes the form

H3 =
1√
2π

W (k01, k02, k03)

∫
c1(k01 + κ1)c

∗
2(k02 + κ2)c3(k03 + κ3)

× δ(κ1 − κ2 + κ3) dκ1 dκ2 dκ3 + c.c., (3.31)

where W (k01, k02, k03) = 2B2(k01, k02, k03).
Evolution equations governing the process of resonant interaction are derived using

(3.22) with H = H2 +H3. Here, the leading-order term of the Hamiltonian H2 has the
form (3.25) in the vicinity of the points k01, k03, and the form (3.28) in the vicinity of
k02, k̂02.

If we consider unstable linear coupling of modes, so that −ω1(−k) = ω2(k), the term
f2(k)a1(k)a∗

2(k) in the integrand of (3.28) is oscillating quickly and can be neglected.
However, if the coupled modes have the same sign as the wave action, corresponding
to the condition ω1(k) = ω2(k), this term is resonant and should be taken into account,
while the first term f1(k)a1(−k)a2(k) can be omitted. As it was mentioned above, in
the latter case the coupling of waves leads to the change of identity of modes.

Thus, from (3.22), (3.25), (3.28) and (3.31) we obtain the system of evolution
equations

ċ1(k01 + κ) = −i
δ(H2 + H3)

δc∗
1(k01 + κ)

= −iω1(k01 + κ)c1(k01 + κ)

− i√
2π

W ∗(k01, k02, k03)

∫
c2(k02 + κ2)c

∗
3(k03 + κ3)δ(κ − κ2 + κ3) dκ2 dκ3, (3.32a)

ċ3(k03 + κ) = −i
δ(H2 + H3)

δc∗
3(k03 + κ)

= −iω2(k03 + κ)c3(k03 + κ)

− i√
2π

W ∗(k01, k02, k03)

∫
c∗

1(k01 + κ1)c2(k02 + κ2)δ(κ1 − κ2 + κ) dκ1 dκ2, (3.32b)

ċ2(k02 + κ) = −i
δ(H2 + H3)

δc∗
2(k02 + κ)

= −iω2(k02 + κ)c2(k02 + κ) − if1(k02)c
∗
4(−(k02 + κ))

− i√
2π

W (k01, k02, k03)

∫
c1(k01 + κ1)c3(k03 + κ3)δ(κ1 − κ + κ3) dκ1 dκ3, (3.32c)

ċ4(−k02 − κ) = −i
δ(H2 + H3)

δc∗
4(−k02 − κ)

= −iω1(−k02 − κ)c4(−k02 − κ) − if1(k02)c
∗
2(k02 + κ).

(3.32d)

Taking the complex conjugate of equation (3.32d),

ċ∗
4(−k02 − κ) = iω1(−k02 − κ)c∗

4(−k02 − κ) + if1(k02)c2(k02 + κ).

As discussed above, in H2 in the vicinity of the point k02 only the term leading to
linear resonance is kept. In (3.32d), the nonlinear term corresponding to explosive
interaction is omitted, since, as shown in the Appendix, it is of higher order than the
nonlinear terms in other equations.
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In order to study the slow evolution of amplitudes of wave packets in time and
space, let us introduce the variables Aj , j = 1, 2, 3, 4 as

c1(k01 + κ, t) = ε exp(−iω1(k01)t)A1(κ, T ),

c2(k02 + κ, t) = ε exp(−iω2(k02)t)A2(κ, T ),

c3(k03 + κ, t) = ε exp(−iω2(k03)t)A3(κ, T ),

c∗
4(−k02 − κ, t) = ε exp(iω1(−k02)t)A4(κ, T )

= ε exp(−iω2(k02)t)A4(κ, T ).




(3.33)

Here, ε is the small parameter of nonlinearity, and the amplitudes Aj are assumed to
have the order of unity and depend on the ‘slow’ time T = εt . The wavepackets are
narrow, with spectral width κ/k0j ∼ ε, and we also assume that ε and the coupling
parameter µ(k) are of the same order. Let us expand

ωj (k0 + κ) = ωj (k0) + vj (k0)κ, vj (k0) =
dωj

dk

∣∣∣∣
k=k0

.

In terms of Aj , the system of evolution equations is

∂A1(κ, T )

∂T
+

iκ

ε
v1(k01)A1(κ, T )

= − i√
2π

W ∗
∫

A2(κ2, T )A∗
3(κ3, T )δ(κ − κ2 + κ3) dκ2 dκ3,

∂A3(κ, T )

∂T
+

iκ

ε
v2(k03)A3(κ, T )

= − i√
2π

W ∗
∫

A∗
1(κ1, T )A2(κ2, T )δ(κ1 − κ2 + κ) dκ1 dκ2,

∂A2(κ, T )

∂T
+

iκ

ε
v2(k02)A2(κ, T )

= −isA4(κ, T ) − i√
2π

W

∫
A1(κ1, T )A3(κ3, T )δ(κ1 − κ + κ3) dκ1 dκ3,

∂A4(κ, T )

∂T
+

iκ

ε
v1(−k02)A4(κ, T ) = isA2(κ, T ),

where s = f1(k02)/ε. Taking the inverse Fourier transform with respect to κ ,

Bj (X, T ) =
1√
2π

∫
Aj (κ, T ) exp(iκx) dκ,

where j = 1, 2, 3, 4, and using the relation

δ(κ1 − κ + κ3) =
1

2π

∫
exp(i(κ1 − κ + κ3)x

′) dx ′,
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we obtain, finally,

∂B1(X, T )

∂T
+ v1

∂B1(X, T )

∂X
+ iW ∗B2(X, T )B∗

3 (X, T ) = 0,

∂B3(X, T )

∂T
+ v3

∂B3(X, T )

∂X
+ iW ∗B∗

1 (X, T )B2(X, T ) = 0,

∂B2(X, T )

∂T
+ v2

∂B2(X, T )

∂X
+ isB4(X, T ) + iWB1(X, T )B3(X, T ) = 0,

∂B4(X, T )

∂T
+ v̂2

∂B4(X, T )

∂X
− isB2(X, T ) = 0.




(3.34)

Here v1 = v1(k01), v3 = v2(k03), v2 = v2(k02), v̂2 = v1(−k02), and X = εx. For three
harmonic waves instead of wave packets, the amplitudes are governed by an ODE
system

Ḃ1 + iW ∗B2B
∗
3 = 0,

Ḃ3 + iW ∗B2B
∗
1 = 0,

B̈2 − s2B2 + W 2(|B1|2 + |B3|2)B2 = 0.


 (3.35)

This system is the particular case of the system obtained by Loesch (1974) and
Pedlosky (1975) that described the resonant triad of inviscid baroclinic waves for
the case when one of the three waves is marginally unstable. As shown analytically
by Pedlosky (1975), this system possesses a periodical solution. This means that the
process of nonlinear interacion of the linearly unstable wave with neutral ones can
stabilize its growth.

The method used to obtain the equations written above is universal and does not
depend on the physical nature of the coupled waves. All the specific nature of a
particular problem is in the coefficients. So, these equations are universal, and can be
used for investigation of the nonlinear dynamics for weakly coupled waves of any
nature, if we can write the governing system in the Hamiltonian form.

4. Resonant interaction involving weakly unstable mode in the KH model
4.1. Hamiltonian structure for models of KH type

In the preceding section, we considered weak linear instability caused by the weak
coupling of modes, when there were two distinct modes at the point k, where the
eigenfrequencies corresponding to different dispersion branches in the absence of
coupling coincide. If the instability takes place in the framework of a single mode,
the Hamiltonian structure is different, and the evolution equations that describe the
three-wave interaction with the participation of the weakly unstable wave packet
have a different form. This case is considered in the present section, again within
the framework of the Boussinesq approximation. To obtain evolution equations in
this case, we will use the Hamiltonian equations (2.20) and expression (2.21) for the
kinetic energy.

Let us consider the undisturbed state with two fluid layers having constant density
and velocity, and a thin shear layer between them. If the thickness of the latter is
small compared to the characteristic wavelength, the shear layer can be treated as
the interface, so that velocity V (h), density ρ(h) and vorticity ν(h) of the unperturbed
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flow can be represented as

V (h) = V2Θ(h − h0) + V1Θ(h0 − h), ν(h) = −	V δ(h − h0),

ρ(h) = ρ2Θ(h − h0) + ρ1Θ(h0 − h), ρh(h) = −	ρδ(h − h0),

}
(4.1)

where 	V = (V1 − V2), 	ρ = (ρ1 − ρ2) and Θ(h) is the Heaviside function,

Θ(h) = 0, h < 0,

Θ(h) = 1, h > 0.

The horizontal velocity at the interface h = h0 is v = (V1 + V2)/2 and the density
is ρ = (ρ1 + ρ2)/2. Here ρ1,2 and V1,2 are densities and velocities in the lower and
upper layers, respectively. This two-layer vertical structure of the undisturbed state is
usually called the Kelvin–Helmholtz model.

Now we again turn to the canonical system (2.20). Substitution

Φ(x, t, h) = ϕ(x, t)δ(h − h0), η(x, t) = η(x, t, h0) (4.2)

gives the canonical system in the form

ϕ̇(x, t) = − δH

δη(x, t)
, η̇(x, t) =

δH

δϕ(x, t)
, (4.3)

and, in terms of the Fourier transform,

ϕ̇(k, t) = − δH

δη∗(k, t)
, η̇(k, t) =

δH

δϕ∗(k, t)
, (4.4)

where ϕ∗(k, t) = ϕ(−k, t), η∗(k, t) = η(−k, t), since ϕ(x, t) and η(x, t) are real.
The same canonical structure was obtained by Benjamin & Bridges (1997) for the

more general case of three-dimensional flow, without the Boussinesq approximation,
using the dynamical and kinematic conditions at the disturbed interface. Our approach
is different, being based on semi-Lagrangian variables (Virasoro 1981; Ripa 1981).
This approach allows us, first, to consider perturbations in layered and continuously
stratified flows, and, second, to obtain next-order terms in the expansion of the
Hamiltonian in a simple way. Generalization of the results to three-dimensional flows
is possible, and the Boussinesq approximation can be also dropped.

In vector form, (4.4) is written as

Jḋ(k, t) = − δH

δd(−k, t)
, (4.5)

where the vector d(k, t) is

d(k, t) = (ϕ(k, t), η(k, t)),

and the matrix J has the canonical form

J =

(
0 −1
1 0

)
.

Substituting (4.1) and (4.2) into (2.22), we obtain the leading-order term of the
Hamiltonian in the KH model,

H2 =
1

2

∫ (
ϕS̄[ϕ] − (	V )2ηS̄[η] − 2vηxϕ + g

	ρ

ρ
η2 − ση2

x

ρ

)
dx, (4.6)
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where

S̄[f (x)] =
1

4π

∫
|k| exp[ik(x − x ′)] f (x ′) dkdx ′,

and we have also inserted the surface tension term, with the coefficient σ . In terms
of a Fourier transform, the Hamiltonian H2 is

H2 =
1

2

∫
(d∗(k, t), h(k)d(k, t)) dk, (4.7)

where

h(k) =

(
A(k) −ikv

ikv C(k)

)
and

C(k) = g	ρ/ρ + σk2/ρ − (	V )2|k|/2, A(k) = |k|/2.

In order to obtain the linearized equations, substitute (4.7) into (4.4). The dispersion
relation is

det(h − iω1,2J) = 0,

and the eigenfrequencies are equal to

ω1,2 = kv ± signk

(
g

	ρ

2ρ
|k| +

σ

2ρ
|k|3 − (	V )2k2

4

)1/2

. (4.8)

Instability arises when two eigenfrequencies corresponding to different energy signs
coincide, and the expression in brackets in (4.8) vanishes at the wavenumber k0 =
(g	ρ/σ )1/2 (Drazin 1970; Triantafyllou 1994).

The critical value of the velocity shift 	Vc for instability is 	Vc = 2(gσ	ρ/ρ2)1/4.
Let us consider the velocity shift 	V close to this critical value, with the small
deviation γ = 	V − 	Vc, and wavenumbers close to k0, k = k0 + κ , where κ/k and
γ /	Vc are small parameters of the same order. Then the frequency values are

ω1,2 = ω̂0 + vκ ± sign k0 δ, (4.9)

where

δ =
[
2(	Vc)

2κ2 − 1
2
	Vcγ k2

0

]1/2
, ω̂0 = vk0,

and δ/ω̂0 � 1. The flow with γ < 0 is weakly subcritical, and the eigenfrequencies
are real. If γ > 0, the flow is weakly supercritical. Then in the vicinity of the critical
wavenumber k0 the ω1,2 are complex conjugated, and the flow is unstable, with a
small growth rate. In fact the flow is also unstable if γ = 0, but then the instability
is of algebraic type.

Now, let us consider a generic Hamiltonian system described by the Hamiltonian
equations (4.4), with the first term of the Hamiltonian expansion in the form (4.7). In
this general context, we assume that the eigenfrequencies in the dispersion relation
coalesce at a certain point k0, and in the vicinity of this point the dispersion relation
has the form (4.9), with

δ = [A(k0 + κ)C(k0 + κ)]1/2 = V0

(
κ2 + bk2

0

)1/2
,

where A(k) = A(−k) = A∗(k) and C(k) = C(−k) = C∗(k). Let us assume that C(k0+κ)
(and, hence, δ) is small, while A(k0 + κ) is not small. Here V0 is a parameter with
the dimension of velocity, and b is a small non-dimensional parameter of the wave
system that can be positive or negative, corresponding to the stable and unstable cases
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respectively. In the particular case of the KH model, this parameter is the deviation
of the velocity shift from its critical value.

4.2. Generalized normal variables

Following Romanova (1994), we perform the transformation to new variables a(k, t),

d(k, t) = Z(k)a(k, t) + Z∗(−k)a∗(−k, t). (4.10)

The expression for the vector Z depends on the value of k. If k lies in the stability
region, then

Z(k) =

{
z1(k), k > 0,

z2(k), k < 0.
(4.11)

Here z1,2 are the eigenvectors defined by the system of linear algebraic equations

(h − iω1,2J)z1,2 = 0, (4.12)

and thus

z1 = c1(−i sign k
√

C(k)/A(k), 1), z2 = c2(i sign k
√

C(k)/A(k), 1), (4.13)

where c1,2 are arbitrary constants. Using the normalization condition in the form
similar to (3.11),

(Z∗(k), JZ(k)) = −i,

we get c1 = c2 = (A(k)/4C(k))1/4, and then (4.10) gives

ϕ(k, t) = φ0(k)a(k, t) + φ∗
0(−k)a∗(−k, t), (4.14a)

η(k, t) = η0(k)a(k, t) + η∗
0(−k)a∗(−k, t), (4.14b)

where

φ0(k) = −i

(
C(k)

4A(k)

)1/4

, η0(k) =

(
A(k)

4C(k)

)1/4

. (4.15)

Substitution of (4.14 a, b) into (4.4) leads to the well-known canonical system in
normal variables (Zakharov 1974):

ȧ(k, t) = −i
δH

δa∗(k, t)
.

The density of the quadratic part of the Hamiltonian H2 in terms of normal variables
is ω(k)a(k, t)a∗(k, t), where ω(k) = vk + δ.

However, this transformation fails if k approaches k0, where C(k) and, hence, δ

tends to zero. Then, eigenvalues and eigenvectors tend to each other, c1,2 =
√

A/2δ

approach infinity, and for δ = 0 we get a double eigenvalue that corresponds to only
one eigenvector. Even if δ is non-zero but small, this transformation also cannot be
used, because the normalization of eigenvectors leads to large values of nonlinear
coefficients, breaking the weak nonlinearity assumption. In this case, (4.10) must be
performed with Z(k) in the form

Z(k) =

{
Ze, k > 0,

Za, k < 0,

where

Ze =
z1 + z2

2
, Za =

z1 − z2

ω1 − ω2

, (4.16)
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and z1, z2 are found in (4.13). It is easy to see that when the eigenvalues coalesce,
this pair of vectors becomes the pair of eigenvector and generalized eigenvector. The
normalization condition

(Z∗
e, JZa) = −i

gives c1 = c2 =
√

A. Thus, in the instability region the transformation to generalized
normal variables has the form (4.14 a, b), with

φ0(k) = − i√
A

Θ(−k), η0(k) =
√

AΘ(k). (4.17)

It is easy to show that in these variables (2.24) has the canonical form

ȧ(k, t) = i sign k
δH

δa(−k, t)
, (4.18)

and the density Ĥ 2 of the leading-order (quadratic) term of the Hamiltonian is

Ĥ 2 = −ω0

2
sign ka(k, t)a(−k, t) + c.c. + Ω̃a(k, t)a∗(k, t), (4.19)

where ω0 = (ω1 + ω2)/2, and

Ω̃(k) =

{
δ2, k > 0,

1, k < 0;

note that in the instability region δ2 < 0.
In vector form,

Ĥ2 = 1
2
(a(−k, t), h̄(k)a(k, t)),

with a(k, t) = (a(k, t), a∗(−k, t)), and h̄(k) for k > 0 is

h̄(k) =

(
−ω0 1
δ2 −ω0

)
.

It is easy to see that if the eigenfrequencies ω1 and ω2 coalesce, i.e. δ2 = 0, then h̄(k)
has the form of the Jordan block.

This canonical structure is essentially different from the familiar structure for stable
waves. In particular, the canonically conjugated variables are a(k), a(−k), and this
indeed appears to be natural for the case of instability. It is worth noting that if the
instability is not weak, we have the same canonical structure, but with a different
form of the Hamiltonian H2 (Goncharov & Pavlov 1993).

The canonical structure obtained is valid both for the stable and unstable cases, i.e.
δ can be imaginary or real, but its absolute value should be small. So, the structure
of dynamical equations and the form of quadratic Hamiltonian changes depending
on the value of k.

Now we turn to the cubic term in the Hamiltonian expansion, responsible for
the three-wave interaction. Substitution of (4.1), (4.2) into (2.23) and the subsequent
Fourier transform gives the expression for H3 in the form

H3 =
i	V

2
√

2π

∫
k3(2|k1| − |k3|)η(k1)η(k2)ϕ(k3)δ(k1 + k2 + k3) dk1 dk2 dk3. (4.20)

In terms of a(k), substituting (4.10) into (4.20),

H3 =
1√
2π

∫
[V (k1, k2, k3)a(k1)a(k2)a

∗(k3)δ(k1 + k2 − k3) + c.c.] dk1 dk2 dk3, (4.21)
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Figure 3. Dispersion relation (4.8), for σ/ρ = 80 cm3 s−2, g	ρ/ρ = 98 cm s−2,
	V = 1.001	Vc , v = 1. Dashed curves correspond to the negative sign of wave action density.

where non-resonant terms are omitted, and the interaction coefficient V (k1, k2, k3) is

V (k1, k2, k3) =
i	V

2
[k3(2|k1| − |k3|)η0(k1)η0(k2)φ

∗
0(k3)

+ k1(2|k2| − |k1|)φ0(k1)η0(k2)η
∗
0(k3)

+ k2(2|k3| − |k2|)η0(k1)φ0(k2)η
∗
0(k3)]. (4.22)

Here φ0(k), η0(k) are defined by (4.15) or (4.17), again depending on the value of k.

4.3. Resonant triplet for the KH model

Having obtained the terms in the expansion of the Hamiltonian, we can now
investigate the resonant interactions in the KH model.

As illustrated in figure 3, two types of synchronism conditions are fulfilled
simultaneously,

k01 + k02 − k03 = 0, ω(k01) + ω(k02) − ω(k03) = 0,

and

k01 − k̂02 − k03 = 0, ω(k01) − ω(k̂02) − ω(k03) = 0, k̂02 = −k02.

Note that in the KH model there are no explosive three-wave interactions.

4.4. Evolution equations

Let us consider the resonant interaction of three spectrally narrow wave packets
centred at wavenumbers k01, k02, k03, and write a(k) in the form

a(k) = c1(k01 + κ) + c2(k02 + κ) + c3(k03 + κ) + c4(−k02 − κ). (4.23)

We substitute (4.23) into (2.23) and ignore non-resonant terms that can be excluded
by an appropriate canonical transformation. Then,

H3 =
2√
2π

∫
[V (k01, k02, k03)c1(k01 + κ1)c2(k02 + κ2)c

∗
3(k03 + κ3)

+ V (k01, k̂02, k03)c
∗
1(k01 + κ3)c4(−k02 − κ2)c3(k03 + κ1)

+ c.c.]δ(κ1 + κ2 − κ3) dκ1 dκ2 dκ3.



Resonant interactions in unstable media 79

Substituting (4.15), (4.17) into (4.22) and using the fact that k01, k03 both lie in the
stability region, while k02 is positive and lies in the instability region, we obtain the
expression for K = 2V (k01, k02, k03) in the form

K = 	V
√

A(k02)

[
k01(2|k02| − |k01|)

(
C(k01)A(k03)

A(k01)C(k03)

)1/4

+ k03(2|k01| − |k03|)
(

C(k03)A(k01)

A(k03)C(k01)

)1/4]
.

Now let us introduce the small parameter of nonlinearity ε, and assume that the
linear instability effects and the effects of nonlinear interaction with neutrally stable
waves are of the same order (i.e. ε ∼ δ). This leads to the scaling

c1(k01) ∼ c3(k03) ∼ ε3/2, c2(k02) ∼ ε, c4(k̂02) ∼ ε2. (4.24)

Then the second term in H3 is of higher order in ε and can be neglected. However,
the fourth-order term H4 in the expansion of the Hamiltonian must be taken into
account. The essential term of H4 in terms of a(k) has the form (Romanova 1998)

H4 =
Γ

2π

∫
c2(k02 + κ1)c2(k02 + κ2)c

∗
2(k02 + κ3)c

∗
2(k02 + κ4)

× δ(κ1 + κ2 − κ3 − κ4) dκ1 dκ2 dκ3 dκ4,

where Γ = Γ (k02, k02, k02, k02) is the coefficient of cubic nonlinear self-interaction.
Now we can write the evolution equations for wave packets centred at the points
k01, k02, −k02, k03, leaving only essential terms. For the points k01, k03 we use the
Hamiltonian equations in the form (3.22), while for the points k02, −k02 the form
(4.18) is used. As a result we have

ċ1(k01 + κ) = −iω(k01 + κ)c1(k01 + κ)

− i√
2π

K∗
∫

c∗
2(k02 + κ2)c3(k03 + κ3)δ(κ + κ2 − κ3) dκ2 dκ3, (4.25a)

ċ3(k03 + κ) = −iω(k03 + κ)c3(k03 + κ)

− i√
2π

K

∫
c1(k01 + κ1)c2(k02 + κ2)δ(κ1 + κ2 − κ) dκ1 dκ2, (4.25b)

ċ2(k02 + κ) = −iω0(k02 + κ)c2(k02 + κ) + ic∗
4(−k02 − κ), (4.25c)

ċ∗
4(−k02 − κ) = −iω0(k02 + κ)c∗

4(−k02 − κ) + iδ2c2(k02 + κ)

+
i√
2π

K∗
∫

c∗
1(k01 + κ1)c3(k03 + κ3)δ(κ1 + κ − κ3) dκ1 dκ3

+
2iΓ

2π

∫
c2(k02 + κ1)c2(k02 + κ2)c

∗
2(k02 + κ3)

× δ(κ1 + κ2 − κ3 − κ) dκ1 dκ2 dκ3, (4.25d)

Let us introduce the ‘slow’ amplitudes of wave packets Qj (κ, T ), where T = εt . Using
the scaling (4.24), we get

c1(k01 + κ, t) = ε3/2 exp(−iω(k01)t)Q1(κ, T ),

c3(k03 + κ, t) = ε3/2 exp(−iω(k03)t)Q3(κ, T ),

c2(k02 + κ, t) = ε exp(−iω0(k02)t)Q2(κ, T ),

c∗
4(−k02 − κ, t) = ε2 exp(−iω0(k02)t)Q4(κ, T ).




(4.26)
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Then,

∂Q1(κ)

∂T
+

iκ

ε
v1grQ1(κ) = − i√

2π
K∗
∫

Q∗
2(κ2)Q3(κ3)δ(κ + κ2 − κ3) dκ2dκ3, (4.27a)

∂Q3(κ)

∂T
+

iκ

ε
v3grQ3(κ) = − i√

2π
K

∫
Q1(κ1)Q2(κ2)δ(κ1 + κ2 − κ) dκ1dκ2, (4.27b)

∂Q2(κ)

∂T
+

iκ

ε
v2grQ2(κ) = iQ4(κ), (4.27c)

∂Q4(κ)

∂T
+

iκ

ε
v2grQ4(κ)− iδ2

ε2
Q2(κ) =

i√
2π

K∗
∫

Q∗
1(κ1)Q

∗
3(κ3)δ(κ1−κ−κ3) dκ1 dκ3

+
2iΓ

2π

∫
Q2(κ1)Q2(κ2)Q

∗
2(κ3)δ(κ1 + κ2 − κ3 − κ) dκ1 dκ2 dκ3. (4.27d)

Here

v1gr =
∂ω

∂k
(k01), v3gr =

∂ω

∂k
(k03), v2gr = v = (V1 + V2)/2.

The inverse Fourier transform

ψj (X, T ) =
1√
2π

∫
Qj (κ, T ) exp(iκx) dκ

gives the evolution equations for ψj in the form(
∂

∂T
+ v1gr

∂

∂X

)
ψ1 + iK∗ψ3ψ

∗
2 = 0,(

∂

∂T
+ v3gr

∂

∂X

)
ψ3 + iKψ1ψ2 = 0,(

∂

∂T
+ v2gr

∂

∂X

)
ψ2 = iψ4,(

∂

∂T
+ v2gr

∂

∂X

)
ψ4 = −iV 2

0

(
∂2ψ2

∂X2
− b̂k2

0ψ2

)
+ iK∗ψ∗

1ψ3 + 2iΓ |ψ2|2ψ2,




(4.28)

where X = εx, b̂ = b/ε2. Excluding the term ψ4 from the last two equations,(
∂

∂T
+ v2gr

∂

∂X

)2

ψ2 − V 2
0

(
∂2ψ2

∂X2
− b̂k2

0ψ2

)
+ K∗ψ∗

1ψ3 + 2Γ |ψ2|2ψ2 = 0.

For the case of the interaction of three harmonic waves, when the amplitudes ψj do
not depend on the spatial coordinate X, system (4.28) has the form

ψ̇1 + iK∗ψ∗
2ψ3 = 0,

ψ̇3 + iKψ1ψ2 = 0,

ψ̇2 − iψ4 = 0,

ψ̇4 = iδ̂2ψ2 + iK∗ψ∗
1ψ3 + 2iΓ |ψ2|2ψ2,

where δ̂2 = b̂k2
0V

2
0 . Again, negative values of b̂ correspond to the instability case.
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After the substitution ψj = Bj/K ,

Ḃ1 + iB∗
2B3 = 0,

Ḃ3 + iB1B2 = 0,

Ḃ2 − iB4 = 0,

Ḃ4 = iδ̂2B2 + iB∗
1B3 + 2iR|B2|2B2,




(4.29)

where R = Γ/|K |2. This system is easily shown to be Hamiltonian,

Ḃ1 = −i
∂H

∂B∗
1

, Ḃ3 = −i
∂H

∂B∗
3

,

Ḃ2 = i
∂H

∂B∗
4

, Ḃ4 = i
∂H

∂B∗
2

,


 (4.30)

with the Hamiltonian of the form

I1 = |B4|2 + δ̂2|B2|2 + B∗
1B

∗
2B3 + B1B2B

∗
3 + R|B2|4. (4.31)

The other two conservation laws are

I2 = |B1|2 + |B3|2, (4.32)

and

I3 = B2B
∗
4 + B∗

2B4 + |B1|2. (4.33)

4.5. Discussion

In this and in the preceding section, we have considered two different models of
resonant interactions involving weakly unstable waves, and obtained two different
sets of evolution equations.

At first glance, the two models may seem equivalent at a linear level. In particular, if
the nonlinear terms in (3.35) and (4.29) are omitted, then there is no wave interaction,
and both systems reduce to the same second-order equation. However, this does not
mean that they are equivalent. In order to demonstate this, let us first consider the
system (3.32). Linearization gives

ċ2 = −iωc2 − if1c
∗
4,

ċ∗
4 = −iωc∗

4 + if1c2.

}
(4.34)

Here, we have put κ = 0 and denoted ω = −ω1(−k02) = ω2(k02), c2 = c2(k02),
c∗

4 = c∗
4(−k02). Then, in vector form, with c = (c2, c

∗
4),

ċ = −iAc, (4.35)

where the matrix A is

A =

(
ω f1

−f1 ω

)
. (4.36)

If f1 = 0, double eigenfrequency ω corresponds to two linearly independent eigen-
vectors, which are obtained from the equation (A − ωE)c = 0, E being an identity
matrix. If f1 �= 0, the solution exhibits exponential growth.



82 N. N. Romanova and S. Yu. Annenkov

Let us now turn to the second model. Omitting nonlinear terms in (4.26), we
get

ċ2 = −iωc2 + ic∗
4,

ċ∗
4 = −iωc∗

4 + iδ2c2.

}
(4.37)

Again, we have put κ = 0 and denoted ω = ω0(k02), c2 = c2(k02), c∗
4 = c∗

4(−k02). Then,
in vector form

ċ = −iÂc, (4.38)

where c = (c2, c
∗
4), and

Â =

(
ω −1

−δ2 ω

)
. (4.39)

When the parameter of supercriticality δ is equal to zero, two eigenvalues coincide,
Â has the structure of the Jordan block, and has only one eigenvector. Then, the
solution has the form (Gelfand 1989)

c = ĉ1t exp(−iωt) + ĉ2 exp(−iωt), (4.40)

where the multiple eigenfrequency is equal to ω, and ĉ1 and ĉ2 are the eigenvector
and the generalized eigenvector of Â respectively, satisfying the equations

(Â − ωE)ĉ1 = 0, (Â − ωE)ĉ2 = iĉ1. (4.41)

The solution remains unstable when δ2 is equal to zero, but now this instability is
algebraic.

To summarize, the mathematical difference between the two models is due to the
invariance of the normal form of the matrix, which appears in the second model
(i.e. it cannot be reduced to diagonal form by any linear transformation). Physically,
this difference is manifested by the fact that the second model remains unstable
(algebraically) even at zero value of the supercriticality parameter. Another important
physical consequence is that the scaling of amplitudes in the two models is different
(cf. (3.33) and (4.26)). In order to obtain the amplitude equations, it is necessary to
assume that the effects of weak nonlinearity and weak instability are of the same
order. In the second model, this assumption leads to the scaling (4.24), while in the first
model, all the amplitudes have the same order. It is also important to compare the two
Hamiltonian structures. In the first model, the Hamiltonian structure is the same as
in the case of stable waves, while in the second model it is fundamentally different.
Finally, the presence of algebraic instability in the second model leads to much richer
behaviour of solutions. The complete numerical analysis would require a special
study beyond the scope of the present paper. In the next section, we will consider an
example for the most interesting case of zero supercriticality.

5. Evolution of a resonant triplet in the KH model
Pedlosky (1975) and Weissman (1978) showed that the nonlinear cubic term in

the Klein–Gordon equation that describes the dynamics of a weakly unstable wave
packet in the KH model is destabilizing, provided that the density difference is large
enough. In terms of the density ratio, this condition can be written as ρ1/ρ2 < 0.283.
In the present work, we assume that the Boussinesq approximation is applicable,
therefore, ρ1/ρ2 ∼ 1, and the cubic nonlinearity has a stabilizing effect. In order to
find out whether the quadratic interaction with neutral modes has a stabilizing or
destabilizing effect, we neglect the cubic nonlinearity, assuming R = 0. In addition,
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we assume that the parameter of supercriticality δ̂ is zero, so that the instability
is algebraic. According to the scaling (4.24), the effects of the algebraic instability
appear at the same order as the effects of the nonlinear interaction.

Let us rewrite (4.29) in terms of real variables rj , φj ,

Bj = rj exp(iφj ),

taking into account the conservation law (4.32) and introducing the new dependent
variable λ according to relations r1 = a sin λ, r3 = a cos λ, where a2 = I2, and two
phase variables θ1 = φ3 − φ1 − φ2 and θ2 = φ2 − φ4.

In this way, we obtain the system of equations

λ̇ = r2 sin θ1, (5.1a)

ṙ2 = r4 sin θ2, (5.1b)

ṙ4 = −a2

2
sin(2λ) sin(θ1 + θ2), (5.1c)

θ̇1 = 2r2

cos(2λ)

sin(2λ)
cos θ1 − r4

r2

cos θ2 = 0, (5.1d)

θ̇2 =
r4

r2

cos θ2 − a2

2r4

sin(2λ) cos(θ1 + θ2). (5.1e)

In terms of new variables, conservation laws (4.31), (4.33) have the form

r2
4 + a2 sin(2λ) cos θ1r2 = I1,

2r2r4 cos θ2 + a2 sin2 λ = I3.

}
(5.2)

Consider the case when the amplitude of neutral waves is small, i.e. a � 1. Then,
system (5.1) can be studied analytically, due to the wide separation of timescales. It is
easy to see that while λ and θ1 have a fast time dependence, the variables r2, r4 and
θ2 depend on the slow timescale.

It is useful to denote Y = sin(2λ) cos θ1, Z = sin(2λ) sin θ1. Then, it follows from
(5.1) that

Ẏ = −r4

r2

cos θ2Z (5.3)

and

Ż = 2r2 cos(2λ) − r4

r2

cos θ2Y. (5.4)

Now, let us first consider the case r2 � r4. Then, r4 cos θ2/r2 is small and can be
neglected, leading to approximate conservation of Y ,

Y 
 I0,

and

Ż = 2r2 cos(2λ). (5.5)

On the other hand, from (5.1),

d

dt
(r4 sin θ2) = −a2

2
Y,

d

dt
(r4 cos θ2) = −a2

2
Z. (5.6)

Equations (5.6) and the conservation of Y give

r4 sin θ2 = −a2

2
I0(t − t0), (5.7)
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and

r2 = −a2

2
I0(t − t0)

2 + r2max, (5.8)

i.e. the form of r2 is parabolic in the interval between two minimal values of r2. At
the critical point, where r2 = r2max, ṙ2,4 = 0, λ̇ = 0, θ1,2 = 0. Let us consider a small
vicinity of this point. The solution of (5.5) is

Z =

√
1 − I 2

0 sin

[
2r2max(t − t0) − a2

6
I0(t − t0)

3

]
, (5.9)

and, using (5.6),

r4 cos θ2 ≈ a2
√

1 − I 2
0

4r2max

[cos(2r2max(t − t0)) − 1] + r4min (5.10)

and it follows from (5.7), (5.10) that

r4 ≈ r4min

(
1 +

a4I 2
0 (t − t0)

2

4r2
4min

+
a2
√

1 − I 2
0 (cos(2r2max(t − t0)) − 1)

2r2maxr4min

)1/2

(5.11)

and

θ2 ≈ − arctan

(
a2I0(t − t0)

2r4min

[
1 − a2

√
1 − I 2

0 (cos(2r2max(t − t0)) − 1)

2r2maxr4min

])
. (5.12)

System (5.1) was solved numerically for a = 0.1
√

2 and the initial conditions
r2 = r4 = 1, λ = π/2, θ1 = θ2 = 0 at t = 0. Figure 4 shows the numerical solution
for ‘slow’ variables r2, r4 and θ2. The evolution of Y is shown in figure 5. We see that
the condition r2 � r4 is fulfilled almost everywhere, except for the vicinity of transfer
points. Between these points, Y is conserved, playing the role of the ‘intermediate’
integral of motion, and the variable r2 has the parabolic form, with the maximum
being defined by the value of Y . At this point of maximum of r2, r4 has minimum,
and the ‘slow’ phase θ2 changes sign from −π/2 to π/2. The detailed view of this
behaviour in the vicinity of the point t0 = 116 is presented in figure 6. According
to the solution (5.11), r4 has small fast oscillations at the minimum point. The fast
variables λ and θ1 depend on a much smaller timescale.

At the other critical point, where r2 has a minimum and r4 has a maximum, r2 and
r4 are comparable, the expression r4 cos θ2/r2 is not small and Y is not constant. Then,
since a � 1, we neglect the second term in (5.1 e), obtaining the pair of equations

ṙ2 = r4 sin θ2, r2θ̇2 = r4 cos θ2. (5.13)

Assuming that r4 changes slowly, r4 ≈ r4max, the solution of (5.13) is

θ2 = arctan

(
r4max

r2min

(t − t1)

)
, r2 = r2min(1 + r4max(t − t1)

2)1/2.

These analytical expressions agree well with the numerical solution of the system
(5.1) in the vicinity of the point t1 = 232 (figure 7). Note that at this point, the wide
separation of timescales ceases to be valid, and the timescales for the ‘slow’ and ‘fast’
variables become comparable. The neighbourhood of t1 is the region where Y changes
rapidly, in a transition from one stability level to another. We can consider the level
of stabilization for Y as a random value lying in the interval between 0 and 1. Thus,
the amplitudes of the oscillations of r2 shown in figure 4 for a large time interval are
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Figure 4. Time evolution of ‘slow’ variables r2, r4 and θ2, obtained by the numerical solution

of (5.1) for a = 0.1
√

2 and initial conditions r2 = r4 = 1, λ = π/2, θ1 = θ2 = 0.

stochastic, their value depending on the value at which the function Y (t) is stabilized
after the narrow region where it oscillates quickly.

6. Concluding remarks
We have considered the dynamics of unstable disturbances in resonant interaction

with stable ones. Throughout the paper, we assumed, without the loss of generality,
that the linear instability is weak (otherwise, the account for nonlinear processes does
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Figure 5. Evolution of Y (t) = sin(2λ) cos θ1. Initial conditions are as in figure 4.

not make sense), and that the dispersion relation admits only one instability region
(this is the generic situation). We have demonstrated that the diversity of three-wave
interactions involving one weakly unstable wave packet is reduced to two fundamental
models.

The first one is exemplified by the three-layer model of stratified shear flow when
interfaces are sufficiently separated in order to ensure the weak coupling of wave
perturbations. The second model is represented by the Kelvin–Helmholtz model
when the velocity shear is close to its critical value. With the method of Hamiltonian
formalism, all the features specific to the model considered are contained in the
expressions for the coefficients of interaction, so that the evolution equations for the
amplitudes of resonantly interacting wave packets are universal and valid for waves
of any type.

From the hydrodynamical viewpoint, the fundamental question is the possibility of
the further growth of linearly unstable waves. Can the amplitude of a linearly unstable
wave be stabilized due to nonlinear interactions with neutral waves? In the context
of the first model, the positive answer was found earlier, for a particular problem,
by Loesch (1974) and Pedlosky (1975) for baroclinic Rossby waves on the β-plane.
For the second model, the answer was unknown. Analytical and numerical solutions
of the system of equations derived for the evolution of amplitudes demonstrated
the nonlinear stabilization of the linearly unstable wave. Moreover, the formalism
developed in this paper allows a much wider class of models to be considered. For
instance, a wave system consisting of a large number of resonant triads can be
considered, and it is reasonable to suppose that the presence of triads consisting of
stable waves will lead to further stabilization.

The results of this paper can be used for the interpretation of numerical simulations
obtained with numerical models of the ocean and atmosphere, which are usually
based on multilayer vertical structure. On the other hand, the results can be easily
generalized to continuous stratification, provided that the basic scaling is conserved.
It is also possible to generalize the results to three-dimensional flows. This task is
non-trivial and is the subject of further study.
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Figure 6. Time evolution of ‘slow’ variables r2(t), r4(t), θ2(t) and ‘fast’ variables λ(t), θ1(t) in
(5.1) in the vicinity of the point t0 = 116 (maximum of r2(t)), for the same initial conditions as
in figure 4.

This paper was confined to the study of the dynamics of weakly unstable
disturbances. However, it is straightforward to apply the results to the kinetics of
linearly unstable wave fields, and thus to describe the development of instabilities in
the presence of broadband noise. For stable wave systems, a statistical description of
wave field is provided by the well-known formalism based on the hypothesis of quasi-
Gaussianity and leading to the so-called kinetic or Boltzmann equation for second
statistical moments of the field (Zakharov, L’vov & Falkovich 1992). In an unstable
medium, this classical formalism is not applicable. However, the statistical description
of weakly unstable wave fields can be achieved by direct numerical simulation, using
the interaction coefficients derived in this paper.
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Appendix. Interaction coefficients in the three-layer model
In terms of a Fourier transform, the cubic term H3 in the expansion of the

Hamiltonian has the form (3.7). It can be shown that H3 can be written as

H3 =
1√
2π

∫ 2∑
j=1

{(
1
2
νjηj (k1) − ik1φj (k1)

)
ηj (k2)

(
pj (k3) − 1

2
V ′

0jηj (k3)
)

− 1
12

V ′
0j νjηj (k1)ηj (k2)ηj (k3)

}
δ(k1 + k2 + k3) dk1 dk2 dk3. (A 1)

Let us introduce the notation (omitting indices)

Q(k) = p(k) − 1
2
V ′

0η(k), R(k) = 1
2
νη(k) − ikφ(k). (A 2)

Then, (A 1) takes the form

H3 =
1√
2π

∫ 2∑
j=1

Gj (k1, k2, k3)δ(k1 + k2 + k3) dk1dk2dk3, (A 3)
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where

Gj (k1, k2, k3) = Rj (k1)ηj (k2)Qj (k3) − 1
12

νjV
′
0j ηj (k1)ηj (k2)ηj (k3). (A 4)

In terms of normal variables aj (k), the multipliers in the expression for Gj are

Rj (k, t) =

2∑
i=1

(rj (k, ωi(k))ai(k, t) + r∗
j (−k, ωi(−k))a∗

i (−k, t)), (A 5a)

ηj (k, t) =

2∑
i=1

(η0j (k, ωi(k))ai(k, t) + η∗
0j (−k, ωi(−k))a∗

i (−k, t)), (A 5b)

Qj (k, t) =

2∑
i=1

(qj (k, ωi(k))ai(k, t) + q∗
j (−k, ωi(−k))a∗

i (−k, t)). (A 5c)

Coefficients rj , qj , η0j are obtained by the substitution of the expressions for com-
ponents of the eigenvector (3.12) into (A 2),

qj (k) = nj (k)η0j (k), (A 6)

where

n1(k) = − 1
2
(kε(k)b1(k)η02(k)/η01(k) + V ′

01),

n2(k) = 1
2
(kε(k)b1(k)η01(k)/η02(k) − V ′

02).

Coefficient rj (k) is

rj (k) = mj (k)η0j (k), (A 7)

where mj = νj/2 − kbj .
In what follows, it is important that the values of nj (k) and mj (k) are always real

and have the order of unity, while the values of η0j (k) are purely imaginary. Let us
write the integrand in H3 in terms of normal variables. We substitute (A 5a–c) into
(A 4), leaving then only the terms proportional to a1(k1)a1(k2)a2(k3), a1(k1)a

∗
2(k2)a2(k3)

and their complex conjugates, since these terms cannot be excluded by a canonical
transformation (see Zakharov 1974; Kuznetsov & Zakharov 1997). As a result, we
obtain for H3

H3 =
1√
2π

∫ { 2∑
j=1

Aj (k1, k2, k3)a1(k1)a1(k2)a2(k3)δ(k1 + k2 + k3)

+

2∑
j=1

Bj (k1, k2, k3)a1(k1)a
∗
2(k2)a2(k3)δ(k1 − k2 + k3) + c.c.

}
dk1 dk2 dk3. (A 8)

Using (A 6), (A 7), we obtain for Aj and Bj

Aj = η0j (k1, ω1)η0j (k2, ω1)η0j (k3, ω2)[mj (k1, ω1)nj (k2, ω1)

+ mj (k2, ω1)nj (k3, ω2) + mj (k1, ω1)nj (k2, ω1) − νjV
′
0j /4]

and

Bj = η0j (k1, ω1)η
∗
0j (k2, ω2)η0j (k3, ω2)[mj (k1, ω1)n

∗
j (k2, ω2)

+ mj (k1, ω1)nj (k3, ω2) + m∗
j (k2, ω2)nj (k1, ω1) + m∗

j (k2, ω2)nj (k3, ω2)

+ mj (k3, ω2)nj (k1, ω1) + mj (k3, ω2)n
∗
j (k2, ω2) − νjV

′
0j /4].
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In order to obtain the evolution equations for the amplitudes of the resonantly
interacting wave packets, the interaction coefficients should be calculated at the
midpoints (k01, k02, k03) and (k01, k̂02, k03).

Provided that the coupling is weak, the points k02, k03 lie in the region of large
wavenumbers, so we have

η02(k̂02, ω1) = 0, η02(k02, ω1) = 0, η01(k03, ω2) ∼ ε(k03). (A 9)

Note that the wavenumber k01 lies in the region of small k (i.e. long waves), where the
coupling of modes is strong, so that η02(k1, ω1) = i

√
D2/(b2

√
L) is not small. It follows

from (A 9) that the coefficient A2(k01, k̂02, k03) is equal to zero, and the coefficient
A1(k01, k̂02, k03), corresponding to explosive interaction, has the order of ε(k03) and
can be neglected. This means that the effects of explosive instability in the model
considered are negligibly small. Coefficient B1(k01, k02, k03) is also equal to zero, but
the coefficient B2(k01, k02, k03) has the order of unity. Thus, this is the only coefficient
to be retained in (A 8), and we obtain the expression for H3 in the form

H3 =
1√
2π

∫
[B2(k1, k2, k3)a1(k1)a

∗
2(k2)a2(k3)δ(k1 − k2 + k3) + c.c.] dk1 dk2 dk3. (A 10)

Considering the coefficient at the point (k01, k02, k03) and using the conditions (A 9),
we obtain

n2(k02, ω2) = −V ′
02/2, n2(k03, ω2) ∼ −V ′

02/2,

and

n2(k01, ω2) = −V ′
02/2 + k01ε(k01)b1(k01, ω1)η01(k01, ω1)/η02(k01, ω1).

As a result, we get the following expression for B2(k01, k02, k03):

B2(k01, k02, k03) = T1η02(k01, ω1)η
∗
02(k02, ω2)η02(k03, ω2)

− T2η01(k01, ω1)η
∗
02(k02, ω2)η02(k03, ω2),

where

T1 = V ′
02

[
ν2 + gλ2

(
k01

ω1(k01) − V2k01

+
k02

ω2(k02) − V2k02

+
k03

ω2(k03) − V2k03

)]

and

T2 =
ε(k01)

2

(
ν1 + gλ1

k01

ω1(k01) − V1k01

)

×
[
ν2 + gλ2

(
k02

ω2(k02) − V2k02

+
k03

ω2(k03) − V2k03

)]
.

Expressions for η01(k01, ω1), η02(k01, ω1), η02(k02, ω2), η02(k03, ω2) can be written as

η01(k01, ω1) =
i
√

D2(k01)

b1(k01)
√

L(k01)
=

i

b1(k01)
√

D′
1(k01) + D′

2(k01)D2(k01)/D1(k01)
,

η02(k01, ω1) = − i
√

D1(k01)

b2(k01)
√

L(k01)
= − i

b2(k01)
√

D′
2(k01) + D′

1(k01)D1(k01)/D2(k01)
,

η02(k02, ω2) = − i

b2(k02)
√

D′
2(k02)

, η02(k03, ω2) = − i

b2(k03)
√

D′
2(k03)

.
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